
The Behavior of Domain Decomposition
Methods When the Overlapping Length is

Large.

Minh-Binh TRAN
Basque Center for Applied Mathematics

Mazarredo 14,
48009 Bilbao Spain

Email: tbinh@bcamath.org

October 9, 2013

Abstract

In this paper, we introduce a new approach for the convergence
problem of optimized Schwarz methods by studying a generalization
of these methods for a semilinear elliptic equation. We study the
behavior of the algorithm when the overlapping length is large.

KeywordDomain decomposition, Schwarz methods, semilinear elliptic equa-
tions.
MSC: 65M12.

1 Introduction

The Schwarz method was invented by Schwarz and then recovered by Li-
ons in the three papers [12], [13], [14]. Based on the work of Lions in [12],
the optimized Schwarz methods were introduced (see [7]) [8]), in order to
improve the performance of classical Schwarz method, by using some new
transmission conditions in the place of the Dichrichlet one, inspired by the
work of Lions. However, there are not many tools to study the convergence
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of the methods. For the optimized Schwarz methods, the main techniques
are to use the Fourier transform (see [7], [5], [8], [6], [2], [9]) and the energy
estimates (see [10], [3], [11], [15]).

It is known through practical implementation of the algorithm that when
the overlapping length is large, the algorithms always converge, but there is
no rigorous proof for this. In this paper, we try to give a new approach to
the convergence problem of optimized Schwarz methods, by studying theo-
retically the convergence problem when the overlapping length is large. We
introduce a generalization of the optimized Schwarz methods for a semilin-
ear elliptic equation and then study the wellposedness and convergence of
the algorithm.

The paper is organized as follows. In Section 3, we introduce the def-
inition of the algorithm, the main results and some notations that will be
used in the next sections. The proof of Theorem 2.1, about the existence
and uniqueness of the global problem, is given in Section 2. In Section 4, we
prove the well-posedness of the algorithm. Section 5 is devoted to the proof
of the convergence of the algorithm.

2 The Main Results

We consider the following class of elliptic equations

−∆u(x)+c(x)u(x) = f(x, u(x)) in Ω = (−R,R)N , and u = 0 on ∂Ω, (2.1)

where R is some large positive number, and impose the following conditions
on it
(E1) ∀ α, β in R, for a.e. x in Ω, |f(x, α)− f(x, β)| ≤ C|α− β|, where C is
a positive constant.
(E2) c ∈ L∞(Ω) and there exists λ > 0 such that 0 < C < λ ≤ c(x) for a.e.
x in Ω.
(E3) f(., 0) ∈ L2(Ω).

Remark 2.1 Condition (E2) is assumpted in order to keep the coercivity of
the elliptic operator as shown in the existence proof, which relies on the fixed
point theorem for contraction maps. Indeed, the conditions that we present
here are quite normal and generalizing the result to higher nonlinearity is a
difficult task, and it goes beyond the purpose of our paper. Notice that similar
types of elliptic operators were considered in [13] with Dirichlet boundary
conditions.

2



Theorem 2.1 Equation (2.1) has a unique solution in H2(Ω).

We define a nonlinear optimized Schwarz (NOSM), which is a generalization
of the optimized Schwarz methods (OSMs) with Robin transmission con-
ditions, for Equation (2.1). Schwarz algorithm with these nonlinear Robin
transmission condition in the nonoverlapping case where already proposed in
[3]. However they have not been completely analyzed in that paper.

Definition 2.1 Divide Ω into two Ω1, Ω2 such that Ω1∪Ω2 = Ω and denote
by L the distance between ∂Ω1 and ∂Ω2. Start with the initial guesses u0

1 in
H2(Ω1) and u0

2 in H2(Ω2), define the solutions at step n −∆un
1 (x) + c(x)un

1 (x) = f(x, un
1 (x)) in Ω1,

∂un
1

∂n1
+ pn1 (u

n
1 ) =

∂un−1
2

∂n1
+ pn1 (u

n−1
2 ) on ∂Ω1, −∆un

2 (x) + c(x)un
2 (x) = f(x, un

2 (x)) in Ω2,

∂un
2

∂n2
+ pn2 (u

n
2 ) =

∂un−1
1

∂n2
+ pn2 (u

n−1
1 ) on ∂Ω2,

(2.2)

where pn1 , p
n
2 are coefficients of the algorithm satisfying the following condi-

tions.
(P1) pn1 and pn2 are continuous and increasing functions from R to R; pn1 (0) =
pn2 (0) = 0.
(P2)There exists a positive constant P such that, for all n, ∀ ζ1, ζ2 ∈ R such
that |pn1 (ζ1)− pn1 (ζ2)| ≤ P |ζ1 − ζ2| and |pn2 (ζ1)− pn2 (ζ2)| ≤ P |ζ1 − ζ2|.

Remark 2.2 If p1(ζ) = pζ and p2(ζ) = −qζ, ∀ζ ∈ R where p, q are positive
numbers, Algorithm (2.2) becomes the optimized domain decomposition meth-
ods with Robin transmission conditions in [2], [6], [7], [8], [5], [10]. With
the purpose of giving an abstract theory of the convergence of the algorithm,
we give a transmission condition which is more general than the usual ones.

Theorem 2.2 The NOSDDM defined in Definition 2.1 is well posed, in the
sense that (2.2) has solutions in H2(Ω1) and H2(Ω2) at each step.

Theorem 2.3 Denote the unique solution of (2.1) by u and denote the errors
at step n to be en1 , e

n
2 (i.e. en1 = un

1 −u and en2 = un
2 −u). There exists L0 > 0

such that for L > L0, ||en1 ||H1(Ω1) and ||en2 ||H1(Ω2) tend to 0 as n tends to
infinity.

Remark 2.3 Finding the smallest value for L0 to converge is an interesting
problem that will be treated in a different paper.
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3 Proof of Theorem 2.1

Fix v in L2(Ω), by a standard Lax-Milgram argument, there exists a unique
solution w in H1(Ω) of∫

Ω

∇w∇ϕdx+

∫
Ω

cwϕdx =

∫
Ω

f(x, v)ϕdx,∀ϕ ∈ H1(Ω). (3.1)

Define
T : L2(Ω) → H1(Ω)

Tv := w.

Let v1, v2 be in L2(Ω). According to the definition of T∫
Ω

∇(Tv1)∇ϕdx+

∫
Ω

cTv1ϕdx =

∫
Ω

f(x, v1)ϕdx, ∀ϕ ∈ H1(Ω),

and ∫
Ω

∇(Tv1)∇ϕdx+

∫
Ω

cTv2ϕdx =

∫
Ω

f(x, v2)ϕdx, ∀ϕ ∈ H1(Ω).

subtract the two equations and choose ϕ to be Tv2 − Tv1∫
Ω

(|∇(Tv2−Tv1)|2+c|Tv2−Tv1|2)dx =

∫
Ω

[f(x, v2)−f(x, v1)](Tv2−Tv1)dx.

(3.2)
Condition (E1) leads to∫

Ω

[f(x, v2)− f(x, v1)](Tv2 − Tv1)dx

≤ C

∫
Ω

|v2 − v1||Tv2 − Tv1|dx

≤ C

2

∫
Ω

|v2 − v1|2dx+
C

2

∫
Ω

|Tv2 − Tv1|2dx. (3.3)

Equations (3.2) and (3.3) imply that∫
Ω

[|∇(Tv2 − Tv1)|2 + (c− C

2
)|Tv2 − Tv1|2]dx ≤ C

2

∫
Ω

|v2 − v1|2dx. (3.4)
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Condition (E2) and Inequality (3.4) imply that

||Tv2 − Tv1||L2(Ω) ≤
√

C

2λ− C
||v2 − v1||L2(Ω).

Since
√

C
2λ−C

< 1, T is a contraction from L2(Ω) to L2(Ω). Then there exists

a unique u in L2(Ω) such that Tu = u and this is also the unique solution of∫
Ω

∇u∇ϕdx+

∫
Ω

cuϕdx =

∫
Ω

f(x, u)ϕdx,∀ϕ ∈ H1(Ω).

The fact that u belongs to H2(Ω) can be inferred from the results in section
6.3, [4].

4 Proof of Theorem 2.2

The well-posedness of the algorithm, i.e. the existence and uniqueness of
solutions to the subdomain problems follow from the theory of (S)+ operator
in [17, Chapter 27 ]): we prove that the subequation is indeed an equation of
an (S)+ operator and the existence result follows directly from the classical
theory. Before proving the theorem, we recall the following definition (see
[17, Chapter 27 ])

Definition 4.1 Let h be a mapping from H1(Ω) into (H1(Ω))∗, we say that
(i) h is demicontinuous if it has the following property: Let {xn} be a se-
quence in H1(Ω) such that {xn} converges strongly to x in H1(Ω), then h(xn)
converges weakly to h(x) in H1(Ω).
(ii) h is of class (S)+ if h is demicontinuous and has the following property:
Let {xn} be a sequence in H1(Ω) such that {xn} converges weakly to x in
H1(Ω). Then {xn} converges strongly to x in H1(Ω) provided lim supn→∞
⟨h(xn), xn − x⟩ ≤ 0, where < ., . > is product in H1.
(iii) h is pseudomonotone, if for any sequence {xn} such that xn converges
weakly to x in H1(Ω) and lim supn→∞ ⟨h(xn), xn − x⟩ ≤ 0, it follows that
{h(xn)} converges weakly to h(x) in (H1(Ω))∗ and limn→∞ ⟨h(xn), xn − x⟩ =
0.

Consider the following linear operators from H1 to H1

⟨S1w, ϕ⟩ =

∫
Ω

∇w∇ϕdx,
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⟨S2w, ϕ⟩ =

∫
Ω

(cw − F (., w))ϕdx−
∫
∂Ω

[g − p(w)]ϕdω, (4.1)

where c, F , satisfy Conditions (E1), (E2), and (E3); p satisfies Conditions
(P1), (P2) of p

n
1 and pn2 ; and g ∈ L2(∂Ω).

Define

⟨Sw, ϕ⟩ = ⟨S1w, ϕ⟩+ ⟨S2w, ϕ⟩ . (4.2)

Lemma 4.1 The operator S defined in (4.2) is pseudomonotone.

Proof We prove the lemma in two steps.
Step 1: S1 is an (S)+ and pseudomonotone operator on H1(Ω).

Let {wn} be a sequence weakly converging to w in H1(Ω) such that
lim supn→∞ ⟨S1(wn), wn − w⟩ ≤ 0. From the weak convergence property of
{wn}

lim
n→∞

∫
Ω

∇w∇(wn − w)dx = 0.

We then infer

lim sup
n→∞

∫
Ω

|∇(wn − w)|2dx = 0,

which leads to

lim
n→∞

∫
Ω

|∇(wn − w)|2dx = 0.

[1, Theorem 5.4] deduces that {wn} converges strongly to w in L2(Ω). Com-
bining all the above facts, we get wn tends to w as n tends to infinity, which
means S1 is an (S)+ and then a pseudomonotone operator.
Step 2: S is pseudomonotone.

Let {wn} be a sequence converging weakly to w in H1(Ω) such that
lim supn→∞ ⟨S(wn), wn − w⟩ ≤ 0. Note that

| ⟨S2wn, wn − w⟩ | ≤
∫
Ω

|cwn − F (., wn)||wn − w|dx+

+

∫
∂Ω

|g − p(wn)||wn − w|dw
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≤ [(||c||L∞(Ω) + C)||wn||L2(Ω) + ||F (., 0)||L2(Ω)]×
×||wn − w||L2(Ω) +

+[||g||L2(∂Ω) + P∥wn∥L2(∂Ω) + ∥p(0)∥L2(∂Ω)]×
×||wn − w||L2(∂Ω).

Since {wn} is bounded in H1(Ω), it is bounded in L2(Ω), and their traces
are bounded in L2(∂Ω). This implies the existence of a positive constant K3

such that

| ⟨S2wn, wn − w⟩ | ≤ K3[||wn − w||L2(Ω) + ||wn − w||L2(∂Ω)].

By the boundedness of {wn} in H1(Ω),

lim
n→∞

||wn − w||L2(∂Ω) = 0,

lim
n→∞

||wn − w||L2(Ω) = 0,

which leads to
lim
n→∞

| ⟨S2wn, wn − w⟩ | = 0.

Combining with the fact that

lim sup
n→∞

⟨Swn, wn − w⟩ ≤ 0,

we get
lim sup
n→∞

⟨S1wn, wn − w⟩ ≤ 0,

which means {wn} converges strongly to w in H1(Ω), and as a consequence
S is pseudomonotone.

Lemma 4.2 S is coercive.

Proof In order to study the coercivity of S, we consider the quantity ⟨Sw,w⟩
where w is any element of H1(Ω).

⟨Sw,w⟩ =

∫
Ω

|∇w|2dx+

∫
Ω

[cw − F (., w)]wdx−
∫
∂Ω

[g − p(w)]wdω

≥
∫
Ω

|∇w|2dx+

∫
Ω

(λ− C)|w|2dx−
∫
Ω

F (., 0)wdx+
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+

∫
∂Ω

[−g + p(0)]wdω +

∫
∂Ω

[−p(0) + p(w)]wdω

≥ ||∇w||2L2(Ω) + (λ− C)||w||2L2(Ω) − ||F (., 0)||L2(Ω)||w||L2(Ω) −
−[||g||L2(∂Ω) + ||p(0)||L2(∂Ω)]||w||L2(∂Ω),

here we use the hypotheses (E1) and (P1).
From these calculations, we can see that

lim
||w||H1(Ω)→∞

⟨Sw,w⟩
||w||H1(Ω)

= +∞.

The coercivity of S has been proved.
Proof of Theorem 2.2 :

We prove the well-posedness of the algorithm by induction. Suppose
hat the algorithm is well posed up to step k, consider the problems on the
subdomains at step k + 1. −∆uk+1

1 (x) + c(x)uk+1
1 (x) = F (x, uk+1

1 (x)) in Ω1,

∂uk+1
1

∂n1
+ pk+1

1 (uk+1
1 ) =

∂uk
2

∂n1
+ pk+1

1 (uk
2) on ∂Ω1, −∆uk+1

2 (x) + c(x)uk+1
2 (x) = F (x, uk+1

2 (x)) in Ω2,

∂uk+1
2

∂n2
+ pk+1

2 (uk+1
2 ) =

∂uk
1

∂n2
+ pk+1

2 (uk
1) on ∂Ω2,

(4.3)

Consider the problem on Ω1, since uk
2 is in H2(Ω2),

∂uk
2

∂n1
+ pk+1

1 (uk
2) belongs

to L2(∂Ω1). As a result, the following operator is well defined

< Sk+1
1 w, ϕ > =

∫
Ω

∇w∇ϕdx+

∫
Ω

(cw − F (., w))ϕdx

−
∫
∂Ω

[
∂uk

2

∂n1

+ pk+1
1 (uk+1

2 )− pk+1
1 (uk

2)]ϕdω,

where w, ϕ ∈ H1(Ω1). According to Lemma 4.1 and Lemma 4.2, Sk+1
1 is

pseudomonotone and coercive. Since Sk+1
1 is bounded, by [17, Theorem 27.A

], there exists a solution w for the equation < Sk+1
1 w, ϕ >= 0. By the

same technique as in [16, Theorem 3.25 ], w belongs to H2(Ω1). Then the
solution uk+1

1 of the problem on Ω1 exists and belongs to H2(Ω1). Similarly
the solution uk+1

2 of the problem on Ω2 exists and belongs to H2(Ω2). Hence,
the algorithm is well posed by induction.

8



5 Proof of Theorem 2.3

We define some important notations which will be used later in the sec-
tion.

• Define the function δ1

δ1 : Ω → R+

x 7−→ δ1(x) := d(x, ∂Ω1) = min
y∈∂Ω1

d(x, y),

where d is the Euclidean distance in Ω.

• Define the function δ2

δ2 : Ω → R+

x 7−→ δ2(x) := d(x, ∂Ω2) = min
y∈∂Ω2

d(x, y),

where d is the Euclidean distance in Ω.

Let α, β be positive constants to be chosen later, for x in Ω1, define

D1(x) =

{
αδ1(x) + βL if 0 ≤ δ1(x) ≤ L,

(α + β)L if δ1(x) > L,

and

Φ1(x) = exp(D1(x)),

then Φ1 belongs to L∞(Ω1). Since δ1 is Lipschitz, δ1 is differentiable a.e. and
the derivative belongs to L∞(Ω1). The same is true for Φ1, which means

∇Φ1(x) =

{
α∇δ1(x) exp(D1(x)) if 0 ≤ δ1(x) ≤ L,

0 if δ1(x) > L,

and ∇Φ1 belongs to L∞(Ω1).
Similarly, define for x in Ω2,

D2(x) =

{
αδ2(x) + βL if 0 ≤ δ2(x) ≤ L,

(α + β)L if δ2(x) > L,
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and

Φ2(x) = exp(D2(x)),

then Φ2 belongs to L∞(Ω2) and

∇Φ2(x) =

{
α∇δ2(x) exp(D2(x)) if 0 ≤ δ2(x) ≤ L,

0 if δ2(x) > L,

and ∇Φ2 belongs to L∞(Ω2).
We consider the equation of en1 on Ω1 −∆en1 (x) + c(x)en1 (x) = f(x, un

1 (x))− f(x, u(x)) in Ω1,

∂en1
∂n1

+ [pn1 (u
n
1 )− pn1 (u)] =

∂en−1
2

∂n1
+ [pn1 (u

n−1
2 )− pn1 (u)] on ∂Ω1.

(5.1)

Put φ = en1Φ1, then φ belongs to L2(Ω1) as Φ1 belongs to L∞(Ω1) and en1
belongs to L2(Ω1). Moreover,

∇φ = ∇en1Φ1 +∇Φ1e
n
1 ,

which means ∇φ belongs to L2(Ω1). It follows that φ belongs to H1(Ω1).
Use φ as a test function for (5.1)∫

Ω1

∇en1∇φdx+

∫
Ω1

cen1φdx =

∫
Ω1

[f(x, un
1 )− f(x, u)]φdx

+

∫
∂Ω1

[
∂en−1

2

∂n1

+ [pn1 (u
n−1
2 )− pn1 (u)]

]
φdω

−
∫
∂Ω1

[pn1 (u
n
1 )− pn1 (u)]φdω, (5.2)

or ∫
Ω1

∇en1∇(en1 exp(D1))dx+

∫
Ω1

c(en1 )
2 exp(D1)dx

=

∫
Ω1

[f(x, un
1 )− f(x, u)]en1 exp(D1)dx (5.3)

+

∫
∂Ω1

[
∂en−1

2

∂n1

+ [pn1 (u
n−1
2 )− pn1 (u)]− [pn1 (u

n
1 )− pn1 (u)]

]
en1 exp(βL)dω.
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Consider the first term on the left hand side of (5.3)∫
Ω1

∇en1∇(en1 exp(D1))dx

=

∫
Ω1

|∇en1 |2 exp(D1)dx+ α

∫
Ω1

∇en1e
n
1∇δ1(x) exp(D1)dx

=
1

2

∫
Ω1

(|∇en1 |+ αen1∇δ1)
2 exp(D1)dx

−1

2

∫
Ω1

α2|en1 |2|∇δ1|2 exp(D1)dx+
1

2

∫
Ω1

|∇en1 |2 exp(D1)dx

≥ 1

2

∫
Ω1

|∇en1 |2 exp(D1)dx−
∫
Ω1

1

2
α2(en1 )

2 exp(D1)|∇δ1|2dx. (5.4)

Use (5.4) in (5.3) to get∫
Ω1

1

2
|∇en1 |2 exp(D1)dx+

∫
Ω1

[c− 1

2
α2|∇δ1|2](en1 )2 exp(D1)dx

≤
∫
Ω1

[f(x, un
1 )− f(x, u)]en1 exp(D1)dx

+

∫
∂Ω1

[
∂en−1

2

∂n1

+ [pn1 (u
n−1
2 )− pn1 (u)]− [pn1 (u

n
1 )− pn1 (u)]

]
en1 exp(βL)dω

≤
∫
Ω1

[f(x, un
1 )− f(x, u)]en1 exp(D1)dx

+

∫
∂Ω1

[
∂en−1

2

∂n1

+ [pn1 (u
n−1
2 )− pn1 (u)]

]
en1 exp(βL)dω, (5.5)

here we use Condition (P1). Suppose that α <
√
2λ, consider the first term

on the right hand side of (5.5)∫
Ω1

[f(x, un
1 )− f(x, u)]en1 exp(D1)dx

=

∫
Ω1

[f(x, un
1 )− f(x, u)]en1 exp(D1)[λ− 1

2
α2|∇δ1|2]−

1
2 ×

×[λ− 1

2
α2|∇δ1|2]

1
2dx

≤ 1

2

∫
Ω1

[f(x, un
1 )− f(x, u)]2 exp(D1)[λ− 1

2
α2|∇δ1|2]−1dx+
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+
1

2

∫
Ω1

(en1 )
2 exp(D1)[λ− 1

2
α2|∇δ1|2]dx

≤ 1

2

∫
Ω1

C2(en1 )
2 exp(D1)[λ− 1

2
α2|∇δ1|2]−1dx+

+
1

2

∫
Ω1

(en1 )
2 exp(D1)[λ− 1

2
α2|∇δ1|2]dx. (5.6)

Using (5.6) in (5.5), we get∫
Ω1

1

2
|∇en1 |2 exp(D1)dx+

+
1

2

∫
Ω1

[[λ− 1

2
α2|∇δ1|2]− C2[λ− 1

2
α2|∇δ1|2]−1]×

×(en1 )
2 exp(D1)dx

≤
∫
∂Ω1

[
∂en−1

2

∂n1

+ [pn1 (u
n−1
2 )− pn1 (u)]

]
en1 exp(βL)dω. (5.7)

Consider the function s(t) = t − C2t−1 with t in [C,+∞), we have s′(t) =
1 + C2t−2 > 0, then s(t) is increasing. This implies

[λ− 1

2
α2|∇δ1|2]− C2[λ− 1

2
α2|∇δ1|2]−1

≥ (λ− 1

2
α2)− C2(λ− 1

2
α2)−1. (5.8)

Replace (5.8) into (5.7) to get∫
Ω1

1

2
|∇en1 |2 exp(D1)dx+

1

2

∫
Ω1

[
(λ− 1

2
α2)− C2(λ− 1

2
α2)−1

]
(en1 )

2 exp(D1)dx

≤
∫
∂Ω1

[
∂en−1

2

∂n1
+ [pn1 (u

n−1
2 )− pn1 (u)]

]
en1 exp(βL)dω. (5.9)

Let rn1 be an extension of en1 in the following sense rn1 is in H1(
o

Ω\Ω1), such
that the traces of rn1 and en1 are equal on ∂Ω1 and ||rn1 ||L2(Ω\Ω1) ≤ C1||en1 ||L2(Ω1)

and ||rn1 ||
H1(

o

Ω\Ω1)
≤ C1||en1 ||H1(Ω1).

Replace en1 by rn1 in the last term on the right hand side of (5.9),∫
Ω1

1

2
|∇en1 |2 exp(D1)dx+

1

2

∫
Ω1

[
(λ− 1

2
α2)− C2(λ− 1

2
α2)−1

]
(en1 )

2 exp(D1)dx
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≤
∫
∂Ω1

[
∂en−1

2

∂n1
+ [pn1 (u

n−1
2 )− pn1 (u)]

]
rn1 exp(βL)dω, (5.10)

which implies∫
∂Ω1

∂en−1
2

∂n1

rn1 exp(βL)dω =

∫
o

Ω\Ω1

∆en−1
2 rn1 exp(βL)dx+

+

∫
o

Ω\Ω1

∇en−1
2 ∇rn1 exp(βL)dx

=
∫

o

Ω\Ω1

[cen−1
2 − [f(un−1

2 )− f(u)]]rn1 exp(βL)dx+

+

∫
o

Ω\Ω1

∇en−1
2 ∇rn1 exp(βL)dx. (5.11)

Replace (5.11) into (5.10) to get∫
Ω1

|∇en1 |2 exp(D1)dx+

∫
Ω1

[
(λ− 1

2
α2)− C2(λ− 1

2
α2)−1

]
(en1 )

2 exp(D1))dx

≤ 2

∫
∂Ω1

[pn1 (u
n−1
2 )− pn1 (u)]r

n
1 exp(βL)dω +

+2

∫
o

Ω\Ω1

[cen−1
2 − [f(un−1

2 )− f(u)]]rn1 exp(βL)dx+

+2

∫
o

Ω\Ω1

∇en−1
2 ∇rn1 exp(βL)dx. (5.12)

Consider the first term on the right hand side of (5.12), by the trace theorem

2

∫
∂Ω1

[pn1 (u
n−1
2 )− pn1 (u)]r

n
1 exp(βL)dω

≤ P1

ϵn1

∫
∂Ω1

|en−1
2 |2 exp(2βL)dω + ϵn1P1

∫
∂Ω1

|rn1 |2dω

≤ exp(2βL)
P1M

2
1

ϵn1

∫
o

Ω\Ω1

(|en−1
2 |2 + |∇en−1

2 |2)dx+ ϵn1M
2
1P1

∫
Ω1

(|en1 |2 + |∇en1 |2)dx,(5.13)

where M1 is a constant and ϵn1 is a constant to be chosen later.
Consider the integral in the first term on the right hand side of (5.13), we
have the following estimate∫

o

Ω\Ω1

(|en−1
2 |2 + |∇en−1

2 |2)dx ≤
∫

o

Ω\Ω1

(|en−1
2 |2 + |∇en−1

2 |2) exp(D2) exp(−D2)dx

13



≤ exp(−(α+ β)L)

∫
Ω2

(|en−1
2 |2 + |∇en−1

2 |2) exp(D2)dx.(5.14)

Replace (5.14) into (5.13)

2

∫
∂Ω1

[pn1 (u
n−1
2 )− pn1 (u)]r

n
1dω

≤ P1M
2
1 exp((β − α)L)

ϵn1

∫
Ω2

(|en−1
2 |2 + |∇en−1

2 |2) exp(D2)dx+

+ϵn1M
2
1P1

∫
Ω1

(|en1 |2 + |∇en1 |2) exp(D1)dx. (5.15)

Using the same argument for the second term on the right hand side of (5.12),
we have the estimate

2

∫
o

Ω\Ω1

[cen−1
2 − [f(un−1

2 )− f(u)]]rn1 exp(βL)dx

≤ 2(||c||∞ + C)

∫
o

Ω\Ω1

|en−1
2 ||rn1 | exp(βL)dx

≤ ||c||∞ + C

ϵn1
exp((β − α)L)

∫
Ω2

|en−1
2 |2 exp(D2)dx+

+ϵn1 (||c||∞ + C)C2
1

∫
Ω1

|en1 |2 exp(D1)dx. (5.16)

Now, we estimate the last terms on the right hand side of (5.12)∫
o

Ω\Ω1

2∇en−1
2 ∇rn1 exp(βL)dx

≤ exp((β − α)L)

ϵn1

∫
Ω2

|∇en−1
2 |2 exp(D2)dx+

+ϵn1

∫
o

Ω\Ω1

|∇rn1 |2 exp(βL)dx

≤ exp((β − α)L)

ϵn1

∫
Ω2

|∇en−1
2 |2 exp(D2)dx+

+ϵn1C
2
1

∫
Ω1

|∇en1 |2 exp(D1)dx+ ϵn1C
2
1

∫
Ω1

|en1 |2 exp(D1)dx. (5.17)

Combine (5.15), (5.16), (5.17) with (5.12), we get∫
Ω1

|∇en1 |2 exp(D1)dx+

∫
Ω1

[
(λ− α2

2
)− C2(λ− α2

2
)−1

]
(en1 )

2 exp(D1))dx

14



≤ ϵn1 [P1M
2
1 + (||c||∞ + C + 1)C2

1 ]

∫
Ω1

|en1 |2 exp(D1)dx+ (ϵn1P1M
2
1 + C2

1ϵ
n
1 )

∫
Ω1

|∇en1 |2 exp(D1)dx

+
exp((β − α)L)

ϵn1
(P1M

2
1 + ||c||∞ + C)

∫
Ω2

|en−1
2 |2 exp(D2)dx+

+C
exp((β − α)L)

ϵn1

∫
Ω2

|∇en−1
2 |2 exp(D2)dx. (5.18)

Which implies

(1− (C2
1 + P1M

2
1 )ϵ

n
1 )

∫
Ω1

|∇en1 |2 exp(D1)dx+

+

∫
Ω1

[(λ− α2

2
)− C2(λ− α2

2
)−1 − ϵn1 [P1M

2
1 + (||c||∞ + C + 1)C2

1 ]](e
n
1 )

2 exp(D1)dx

≤ exp((β − α)L)

ϵn1
(P1M

2
1 + ||c||∞ + C)

∫
Ω2

|en−1
2 |2 exp(D2)dx+

+C
exp((β − α)L)

ϵn1

∫
Ω2

|∇en−1
2 |2 exp(D2)dx. (5.19)

Similarly, we have the following estimate for the errors on the subdomain
Ω2

(1− (C2
2 + P2M

2
2 )ϵ

n
2 )

∫
Ω2

|∇en2 |2 exp(D2)dx

+

∫
Ω2

[(λ− α2

2
)− C2(λ− α2

2
)−1 − ϵn2 [P2M

2
2 + (||c||∞ + C + 1)C2

2 ]](e
n
1 )

2 exp(D2)dx

≤ exp((β − α)L)

ϵn2
(P2M

2
2 + ||c||∞ + C)

∫
Ω1

|en−1
1 |2 exp(D1)dx+

+C
exp((β − α)L)

ϵn2

∫
Ω1

|∇en−1
1 |2 exp(D1)dx. (5.20)

Choosing β < α <
√
2λ, and put

An
1 = 1− (C2

1 + P1M
2
1 )

2ϵn1 ,

An
2 = 1− (C2

2 + P2M
2
2 )ϵ

n
2 ,

An
3 = (λ− α2

2
)− C2(λ− α2

2
)−1 − ϵn1 [P1M

2
1 + (||c||∞ + C + 1)C2

1 ],

An
4 = (λ− α2

2
)− C2(λ− α2

2
)−1 − ϵn2 [P2M

2
2 + (||c||∞ + C + 1)C2

2 ],

Bn
1 = C

exp((β − α)L)

ϵn1
,
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Bn
2 = C

exp((β − α)L)

ϵn2
,

Bn
3 = (P2M

2
2 + ||c||∞ + C)

exp((β − α)L

ϵn2
,

Bn
4 = (P1M

2
1 + ||c||∞ + C)

exp((β − α)L)

ϵn2
, (5.21)

then sum (5.19) and (5.20) with the notations (5.21) from 2 to m to get

m∑
n=2

∫
Ω1

An
1 |∇en1 |2 exp(D1)dx+

m∑
n=2

∫
Ω2

An
2 |∇en2 |2 exp(D2)dx+

+

m∑
n=2

∫
Ω1

An
3 |en1 |2 exp(D1)dx+

m∑
n=2

∫
Ω2

An
4 |en2 |2 exp(D2)dx

≤
m−1∑
n=1

∫
Ω1

Bn
1 |∇en−1

1 |2 exp(D1)dx+

m−1∑
n=1

∫
Ω2

Bn
2 |∇en−1

2 |2 exp(D2)dx

+

m−1∑
n=1

∫
Ω1

Bn
3 |en−1

1 |2 exp(D1)dx+

m−1∑
n=1

∫
Ω2

Bn
4 |en−1

2 |2 exp(D2)dx, (5.22)

which implies∫
Ω1

Am
1 |∇em1 |2 exp(D1)dx+

∫
Ω2

Am
2 |∇em2 |2 exp(D2)dx+

+

∫
Ω1

Am
3 |em1 |2 exp(D1)dx+

∫
Ω2

Am
4 |em2 |2 exp(D2)dx

+
m−1∑
n=2

∫
Ω1

(An
1 −Bn

1 )|∇en1 |2 exp(2D1)dx+
m−1∑
n=2

∫
Ω2

(An
2 −Bn

2 )|∇en2 |2 exp(D2)dx+

+(An
3 −Bn

3 )
m−1∑
n=2

∫
Ω1

|en1 |2 exp(2D1)dx+ (An
4 −Bn

4 )
m−1∑
n=2

∫
Ω2

|en2 |2 exp(D2)dx

≤
∫
Ω1

B1
1 |∇e11|2 exp(D1)dx+

∫
Ω2

B1
2 |∇e12|2 exp(D2)dx

+

∫
Ω1

B1
3 |e11|2 exp(2D1)dx+

∫
Ω2

B1
4 |e12|2 exp(D2)dx. (5.23)

For L0 large enough (since R is large), by choosing suitable values of ϵn1 and
ϵn2 , we can infer that there exist A1, A2, A3, A4, A5, A6, A7, A8 > 0 such
that ∫

Ω1

A1|∇em1 |2 exp(D1)dx+

∫
Ω2

A2|∇em2 |2 exp(D2)dx+
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+

∫
Ω1

A3|em1 |2 exp(D1)dx+

∫
Ω2

A4|em2 |2 exp(D2)dx

m−1∑
n=2

∫
Ω1

A5|∇en1 |2 exp(D1)dx+
m−1∑
n=2

∫
Ω2

A6|∇en2 |2 exp(D2)dx+

+A7

m−1∑
n=2

∫
Ω1

|en1 |2 exp(D1)dx+A8

m−1∑
n=2

∫
Ω2

|en2 |2 exp(D2)dx

≤
∫
Ω1

B1
1 |∇e11|2 exp(D1)dx+

∫
Ω2

B1
2 |∇e12|2 exp(D2)dx

+

∫
Ω1

B1
3 |e11|2 exp(D1)dx+

∫
Ω2

B1
4 |e12|2 exp(D2)dx, (5.24)

which means

lim
n→∞

∫
Ω1

|∇en1 |2 exp(D1)dx = 0,

lim
n→∞

∫
Ω2

|∇en2 |2 exp(D2)dx = 0,

lim
n→∞

∫
Ω1

|en1 |2 exp(D1)dx = 0,

lim
n→∞

∫
Ω2

|en2 |2 exp(D2)dx = 0.

As a consequence,
lim
n→∞

||un
1 ||H1(Ω1) = 0,

lim
n→∞

||un
2 ||H1(Ω2) = 0.

The theorem has been proved.
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[15] Sébastien Loisel and Daniel B. Szyld. On the geometric convergence
of optimized Schwarz methods with applications to elliptic problems.
Numer. Math., 114(4):697–728, 2010.

[16] S. Mizohata. The theory of partial differential equations. Cambridge
University Press, New York, 1973. Translated from the Japanese by
Katsumi Miyahara.

[17] E. Zeidler. Nonlinear functional analysis and its applications. II/B.
Springer-Verlag, New York, 1990. Nonlinear monotone operators, Trans-
lated from the German by the author and Leo F. Boron.

19


