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PARALLEL SCHWARZ WAVEFORM RELAXATION ALGORITHM FOR AN

N-DIMENSIONAL SEMILINEAR HEAT EQUATION ∗

Minh-Binh Tran1

Abstract. We present in this paper a proof of well-posedness and convergence for the parallel Schwarz
Waveform Relaxation Algorithm adapted to an N-dimensional semilinear heat equation. Since the
equation we study is an evolution one, each subproblem at each step has its own local existence time,
we then determine a common existence time for every problem in any subdomain at any step. We
also introduce a new technique: Exponential Decay Error Estimates, to prove the convergence of the
Schwarz Methods, with multisubdomains, and then apply it to our problem.
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1. Introduction

In the pioneer work [16], [17], [18], P. L. Lions laid the foundations of the modern theory of Schwarz algorithms.
He also proposed to use the Schwarz alternating method for evolution equations, and studied the algorithm
for nonlinear monotone problems. Later, Schwarz waveform relaxation algorithms, by refering to the paper [2],
were designed independently in [12] and [14] for the linear advection-diffusion equation. They try to solve,
on a given time interval, a sequence of Cauchy Problems with the transmission conditions of Cauchy type on
overlapping subdomains. The algorithm is well-posed with some compatibility conditions.

An extension to the nonlinear reaction-diffusion equation in dimension 1 was considered in [10]. For nonlinear
problems, especially evolutional equations, there are some cases that the solutions blow up in finite time, which
means that if we divide the domain into several subdomains, at each step we can get different existence times in
different domains, and we do not know if there exists a common existence time for all iterations. However, with
the hypothesis f ′(c) ≤ C in [10], we do not encounter this difficulty and the iterations are defined naturally on an
unbounded time interval. Proofs of linear convergence on unbounded time domains, and superlinear convergence
on finite time intervals were then given in case of n subdomains, based on some explicit computations on the
linearized equations. Another extension to monotone nonlinear PDEs in higher dimensions were considered by
Lui in [19], [20]. In these papers, some monotone iterations for Schwarz methods are defined in order to get the
convergence of the algorithm, based on the idea of the sub-super solutions method in PDEs and no explosion
is considered. Recently, an extension to Systems of Semilinear Reaction-Diffusion Equations was investigated
in [5]. Some systems in dimension 1 were considered and the proofs of the well-posedness and the convergence
of the algorithm used in this paper were a development of the technique used in [10].
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We consider here the semilinear heat equation (2.1), in a spatial domain Ω = D × (a, b) of RN , with the
nonlinearity of the form (2.2), which allows explosion of solutions in finite time. We cut the domain into bands
Ωi = D×(ai, bi), with a1 = a and bI = b. These bands are overlapping, i.e. for all i ∈ {1, I−1}, ai+1 < bi < bi+1.
In each of these subdomains, we solve a heat equation with Dirichlet limit conditions. Since the domains are not
smooth, we cannot use classical results about semilinear heat equations on smooth domains; we then establish
some new proofs of existence for a general domain in Theorem 2.1. Applying the results in Theorem 2.1 for the
equation (2.7), we get an existence result for a semilinear heat equation in a domain of the type Ω = D× (a, b)
in Theorem 2.2.

Theorem 2.3 confirms that the algorithm is well-posed and there exists a common existence time for all
subdomains at all iterations despite of the phenomenon of explosion. The common existence time T ∗ is computed
explicitly so that one can use it in numerical simulations. This is a collolary of Theorem 2.2.

We prove in Theorem 2.4 that the algorithm converges linearly. There are five main techniques to prove
the convergence of Domain Decomposition Algorithms and they are: Orthorgonal Projection used for a linear
Laplace equation (see [16]), Fourier and Laplace Transforms used for linear equations (see [8], [9], [11], [14]),
Maximum Priciple used for linear equations (see [13]), Energy Estimates used for nonoverlapping algorithms
(see [1]), and Monotone Iterations (see [19], [20]) used for nonlinear monotone problems. The convergence
problem of overlapping algorithms for nonlinear equations is still open up to now. In this paper, we introduce
a new technique: Exponential Decay Error Estimates, based on the idea of constructing some Controlling
Functions, that allows us to prove that the algorithm converges linearly. An announcement of this research was
published earlier in [22].

2. The main results

We consider the semilinear heat equation

∂tu−∆u− f(u) = 0, (2.1)

with the assumptions on f :

f is in C1(R) and there exists Cf > 0, p > 1 such that |f ′(x)| ≤ Cf |x|p−1, ∀x ∈ R. (2.2)

Remark 2.1. An example of this function is f(x) = xp.

We first set an existence theorem for the initial boundary value problem, and more important, new estimates

on the solution. We need here some notations. We set p1 = 3(p−1)
4p , α > 0 satisfying 1− (p1 + pα) > 0, l1 and

l2 are positive numbers such that 1
l1

+ 1
l2

= 1 and l1p1 < 1. We denote by ||u||k,h the norm ||u||Lk(0,T,Lh(ω)),

when u belongs to Lk(0, T, Lh(ω)), where ω is some domain in RN , k, h can be infinite. We define

τ (r,m) = [(4π)−p1 2p1+pα

1−(p1+pα) Cf max(1, 2p−2)(4r + 4m) ]−
8p

3+p ,

G(r;T,m1,m2) =
(

(4π)−p1l1T 1−p1l1

1−p1l1

)− l2
l1
∫ r

0

[
Cf max{1, 2p−2}(m1 + ζ

p−1
l2 )ζ

1
l2 +m2

]−l2
dζ.

(2.3)

Before studying (2.1), we will firstly consider the following problem ∂tw −∆w = f(w + v) in O × (0, T ),
w = 0 on ∂O × [0, T ],
w(., 0) = 0 in O,

(2.4)

where O is a bounded domain in RN .
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Theorem 2.1. Suppose that O is a bounded domain in RN and denote its measure by m(O).
Let T0 be a positive constant and suppose that v ∈ C([0, T0], L

2(O)) satisfying |v| ≤ M a.e.. Let R1 = 2max|ζ|≤M

|f(ζ)|m(O)
1
2

T
p+3
4p

0
3(p−1)

4p

. Then, there exists a time T∗ = min(T0, 1, τ (R1,M
p−1m(O)

p−1
2p )), such that for all T < T∗,

equation (2.4) has a unique solution w in L∞(O × (0, T )) ∩ C([0, T ], L2(O)) ∩ L2(0, T,H1
0 (O)) and ∂tw ∈

L2(0, T, L2(O)). Moreover, ||w||∞,∞ ≤ M∗, where

G−1(T∗) ≡ G−1(T∗;T,M
p−1m(O)

p−1
2p ,m(O)

1
2 max|ζ|≤M |f(ζ)|)

M∗ :=
(
4T∗
π3

) 1
4 [ Cf max(1, 2p−2) (G−1(T∗)

p−1
l2 +Mp−1m(O)

p−1
2p ) G−1(T∗)

p−1
l2

+m(O)
1
2 max|ζ|≤M |f(ζ)| ].

(2.5)

Let T0 be a positive constant and suppose that v ∈ C([0, T0], L
2(O)) ∩ L∞(0, T0, L

2p(O)) a.e.. Denote R2 =

8pT
p+3
4p

0 ||f(v)||∞,2/(3(p− 1)). Then, there exists a time T∗ = min(T0, 1, τ (R2, ||v||p−1
L∞(0,T,L2p(O)), such that for

all T < T∗, equation (2.4) has a unique solution w in L∞(O × (0, T )) ∩ C([0, T ], L2(O)) ∩ L2(0, T,H1
0 (O)) and

∂tw ∈ L2(0, T, L2(O)). Moreover, ||w||∞,∞ ≤ M∗, where

G−1(T∗) ≡ G−1(T∗;T, ||v||p−1
∞,2p, ||f(v)||∞,2)

M∗ :=
(
4T∗
π3

) 1
4 [ Cf max(1, 2p−2) (G−1(T∗)

p−1
l2 + ||v||p−1

∞,2p) G
−1(T∗)

p−1
l2

+||f(v)||∞,2 ].

(2.6)

We consider now a bounded domain of the following form Ω = D×(a, b) ⊂ RN , where D is a bounded domain
with smooth enough boundary ∂D in RN−2. The boundary ∂Ω of Ω is made of three parts, ΓL = D̄ × {a},
ΓR = D̄ × {b}, and ΓC = ∂D × (a, b). Dirichlet data g are given on the boundary ∂Ω × (0, T ), defined by gL
on ΓL, gR on ΓR, gC on ΓC . These functions are all continuous. We now introduce the basic initial boundary
value problem for (2.4):

∂tu−∆u = f(u) in Ω× (0, T ),
u = g in ∂Ω× (0, T ),
u(., 0) = u0 in Ω.

(2.7)

The following theorem will be proved later by using theorem 2.1.

Theorem 2.2. Suppose that u0 ∈ C(Ω) and g ∈ C(∂Ω) with u0 |∂Ω = g |t=0. Let M be a positive constant
satisfying M > max(||u0||∞, ||g||∞). Suppose that R1 is like in Theorem 2.1. There exists a limit time T∗ =

min(1, τ (R,Mp−1m(Ω)
p−1
2p )), such that for all T < T∗, equation (2.7) has a solution u in L∞(Ω × (0, T )) ∩

C([0, T ], L2(Ω)) ∩ L2(0, T,H1
0 (Ω)); ∂tu ∈ L2(0, T, L2(Ω)). Moreover ||u||∞,∞ ≤ M +M∗ where M∗ is obtained

from (2.5) by replacing O by Ω and u is continuous on Ω× (0, T ).

We divide the domain Ω into I subdomains with Ωi = D× (ai, bi), with a1 = a and bI = b. We suppose that
a1 < a2 < b1 < b2 < · · · < aI < bI−1 < bI , we denote by Li the length of Ωi: Li = bi − ai, and by Si the size of
the overlap Si = bi − ai+1.
The parallel Schwarz Waveform Relaxation Algorithm solves I equations in I subdomains instead of solving
directly the main problem (2.7). The iterate #k in the j-th domain, denoted by uk

j , is defined by
∂tu

k
j −∆uk

j = f(uk
j ) in Ωj × (0, T ),

uk
j (·, aj , ·) = uk−1

j−1 (·, aj , ·) in D × (0, T ),

uk
j (·, bj , ·) = uk−1

j+1 (·, bj , ·) in D × (0, T ).

(2.8)
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Figure 1. An illustration of how to divide Ω

Each iterate inherits the boundary conditions and the initial values of u:

uk
j = g on ∂Ωj ∩ ∂Ω× (0, T ), uk

j (·, ·, 0) = u0 in Ωj ,

which imposes a special treatment for the extreme subdomains,

uk
1(·, a, ·) = g, uk

I (·, b, ·) = g.

An initial guess is provided, i.e. we solve at step 0 equations (2.8), with boundary data on left and right

u0
j (·, aj , ·) = g0j in D × (0, T ), uk

j (·, bj , ·) = h0
j on D × (0, T ).

Definition 2.1. The parallel Schwarz waveform relaxation algorithm is well-posed if there exists a local time
T ∗ ≤ T∗ such that for all T < T ∗, each equation (2.8) in each iteration has a solution over the time interval
(0, T ). Moreover, {uk

j , j ∈ 1, I, k ∈ N} is bounded in C(Ω× [0, T ]).

Let M a positive number. According to theorem 2.2, the following problem has a solution ϕM in some
interval C(Ω× [0, T0]):  ∂tϕM −∆ϕM = f(ϕM ) in Ω× (0, T0),

ϕM = M in ∂Ω× [0, T0],
ϕM (·, ·, 0) = M in Ω̄.

(2.9)

The next theorem gives a common existence time for the iterates:

Theorem 2.3. Suppose the data u0 and gj, g
0
j and h0

j are continuous and satisfy the compatibility conditions

u0 |∂Ω = g |t=0, u0(·, aj) = g0j ||t=0
, u0(·, bj) = h0

j |t=0
.

Let M be a positive constant such that

M > max(||u0||∞, ||g||∞, (||g0i ||∞, ||h0
i ||∞, i ∈ 1, I) ).

Let M∗ be greater than the maximum of ϕM on the boundaries of Ω× (0, T ) and Ωj × (0, T ), j ∈ 1, I.
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The algorithm (2.8) is then well-posed with a local time at least equal to

T ∗ = min(T0, 1, T∗, τ (R1,M
p−1
∗ m(Ωj)

p−1
2p ), j ∈ 1, I)).

We denote by ekj the error uk
j − u, where u is the solution of (2.7). Let P be a function from R to R such

that (i) P ∈ C2(R); (i) P (x), P ′′(x) ≥ 0 ∀x ∈ R; (iii) P (x) = 0 iff x = 0 and P ′(0) = 0; (iv) ∀M > 0, there

exists K(M) such that
∣∣∣xP ′(x)

P (x)

∣∣∣ < K(M), ∀ x ∈ R, |x| < M . An example of P is P (x) = x2. We finally state

the convergence of the algorithm:

Theorem 2.4. With the same assumptions as in Theorem 2.2, let γ be a constant large enough and denote

by ϵ̄ the constant
√

γ
2

S1...SI−1

L2...LI−1
. If we put Ek = maxj∈1,I ||P (ekj ) exp(−γt)||

C(Ωj×(0,T ))
= maxj∈1,I ||P (uk

j −
u) exp(−γt)||

C(Ωj×(0,T ))
and Ēk = maxj∈1,I−1{Ek+j}, the parallel Schwarz waveform relaxation algorithm (2.8)

converges linearly in the following sense: for every T < T ∗,

Ēn ≤ Ē0 exp(−nϵ̄), ∀n ∈ N,

and as a consequence
lim
k→∞

max
j∈[1,I]

∥uk
j − u∥C(Ωj×[0,T ]) = 0.

3. Proof of The Existence Results for Semilinear Heat Equation in an
Arbitrary Bounded Domain - Theorem 2.1

3.1. Premiliary Results

Let ω be an arbitrary bounded domain in RN and consider the following equation
∂tζ −∆ζ = 0 in ω × (0, T ),

ζ(., .) = 0 on ∂ω × [0, T ],

ζ(., 0) = ζ0 on ω̄.

(3.1)

We consider the operator Aζ = −∆ζ, D(A) = {ζ|ζ ∈ H1
0 (ω),∆ζ ∈ L2(ω)}. According to Proposition 2.6.1

page 26 [3], A is an m-dissipative operator with dense domain in L2(ω). Let S(t) be the Dirichlet semigroup
associated with A on L2(ω) (see [4]). If ζ0 ∈ D(A), due to Theorem 3.1.1 page 33 [3], ζ(t) = S(t)ζ0 is a solution
of (3.1).

According to Section 6.5 page 334 [6], there exist a sequence of eigenvalues 0 < λ1 ≤ λ2 . . . and λk → ∞ as
k → ∞ and an othornormal basis {wk}∞k=1 of L2(ω) which is also an orthogornal basis of H1

0 (ω), where wk is
the eigenfunction corressponding to λk:{

Awk = λkwk in ω,

wk = 0 on ∂ω.

Denote by <,> the scalar product in L2(ω), we have the following Lemmas, whose proofs are classical.

Lemma 3.1. If ζ0 ∈ L2(ω), then we have that

S(t)ζ0 =

∞∑
k=1

e−tλk < ζ0, wk > wk. (3.2)
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Lemma 3.2. Suppose that g ∈ C([0, T ], L2(ω)) and ρ0 ∈ D(A), we consider the following equation


∂tρ−∆ρ = g in ω × (0, T ),

ρ(., .) = 0 on ∂ω × [0, T ],

ρ(., 0) = ρ0 on ω̄.

(3.3)

Then (3.3) has a solution in L2(0, T,H1
0 (ω)) ∩ L∞(0, T, L2(ω)) given by the following formula

ρ(., t) = S(t)ρ0 +

∫ t

0

S(t− s)g(., s)ds. (3.4)

3.2. Proof of Theorem 2.1

We consider again the operator Aζ = −∆ζ, D(A) = {ζ|ζ ∈ H1
0 (O),∆ζ ∈ L2(O)} with its associated

Dirichlet semigroup S(t). Thanks to Lemma 3.2, instead of considering directly the equation (2.4), in some of
the following steps, we will consider the following equation

u(t) = S(t)(0) +

∫ t

0

f(u+ v)(s)ds =

∫ t

0

f(u+ v)(s)ds. (3.5)

Step 1: We use a fixed point argument to prove that (3.5) has a solution.
We work with the case v ∈ L∞(0, T, L2p(O)). The case v ∈ L∞(0, T, L∞(O)) can be treated with exactly

the same manner.
We consider the Banach space YT = {u ∈ L∞

loc((0, T ), L
2p(O)), ||u||YT

< ∞} and ||u||YT
= sup0<t<T tα||u(., t)||2p.

Let B be the closed ball in YT with center 0 and radius R2, we will use the Banach Fixed Point Theorem for
the mapping

Φ : B → B (3.6)

Φ(u)(., t) =

∫ t

0

S(t− s)f(u+ v)(., s)ds.

Let u1, u2 be two functions in B, we now prove that Φ is a contraction

tα||Φ(u1)(., t)− Φ(u2)(., t)||2p ≤ tα
∫ t

0

||S(t− s)(f(u1 + v)− f(u2 + v))||2pds.

Using the Lp − Lq estimate (see Proposition 48.4 page 441 [21]), we obtain

||S(t− s)(f(u1 + v)(., s)− f(u2 + v)(., s))||2p ≤ (4π(t− s))−
3(p−1)

4p ||f(u1 + v)(., s)− f(u2 + v)(., s)||2.
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This leads to

tα
∫ t

0

||S(t− s)(f(u1 + v)− f(u2 + v))||2pds

≤ tα(4π)−
3(p−1)

4p

∫ t

0

(t− s)−
3(p−1)

4p ||f ′(v + ζ)|| 2p
p−1

||u1 − u2||2pds

≤ tα(4π)−
3(p−1)

4p

∫ t

0

(t− s)−
3(p−1)

4p ||Cf |u1 + v|p−1 + Cf |u2 + v|p−1|| 2p
p−1

||u1 − u2||2pds

≤ tα(4π)−
3(p−1)

4p Cf

∫ t

0

(t− s)−
3(p−1)

4p (||u1 + v||p−1
2p + ||u2 + v||p−1

2p )||u1 − u2||2pds.

We have ||ui+v||p−1
2p ≤ (||ui||2p+ ||v||2p)p−1, for i = 1, 2. Moreover, if p ≥ 2, we have that (||ui||2p+ ||v||2p)p−1 ≤

2p−2(||ui||p−1
2p + ||v||p−1

2p ) and if p < 2, we have that (||ui||2p+ ||v||2p)p−1 ≤ ||ui||p−1
2p + ||v||p−1

2p , for i = 1, 2. These
inequalities lead to

tα
∫ t

0

||S(t− s)(f(u1 + v)(., s)− f(u2 + v)(., s))||2pds

≤ tα(4π)−
3(p−1)

4p Cf max{2p−2, 1} ×

×
∫ t

0

(t− s)−
3(p−1)

4p (||u1||p−1
2p + ||u2||p−1

2p + 2||v||p−1
2p )||u1 − u2||2pds

≤ tα(4π)−
3(p−1)

4p Cf max{2p−2, 1}
∫ t

0

(t− s)−
3(p−1)

4p s−(p−1)α ×

×(s(p−1)α||u1||p−1
2p + s(p−1)α||u2||p−1

2p + 2s(p−1)α||v||p−1
2p )||u1 − u2||2pds

≤ tα(4π)−
3(p−1)

4p Cf max{2p−2, 1} ×

×
∫ t

0

(t− s)−
3(p−1)

4p s−(p−1)α(2R2 + 2T (p−1)α||v||p−1
2p )||u1 − u2||2pds

≤ tα(4π)−
3(p−1)

4p Cf max{2p−2, 1}(2R2 + 2T (p−1)α||v||p−1
∞,2p)×

×
∫ t

0

(t− s)−
3(p−1)

4p s−(p−1)α||u1 − u2||2pds

≤ tα(4π)−
3(p−1)

4p Cf max{2p−2, 1}(2R2 + 2T (p−1)α||v||p−1
∞,2p)×

×
∫ t

0

(t− s)−
3(p−1)

4p sα||u1 − u2||2ps−pαds

≤ (4π)−
3(p−1)

4p Cf max{2p−2, 1}(2R2 + 2T (p−1)α||v||p−1
∞,2p)||u1 − u2||YT

×

×tα
∫ t

0

(t− s)−
3(p−1)

4p s−pαds,
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noticing that here we use the fact: u1, u2 ∈ B, i.e. s(p−1)α||u1||p−1
2p , s(p−1)α||u2||p−1

2p ≤ R2.
We consider the last term on the RHS of the previous inequality

tα
∫ t

0

(t− s)−
3(p−1)

4p s−pαds

=

∫ t

0

t1+α−pα− 3(p−1)
4p

(
1− s

t

)− 3(p−1)
4p

(s
t

)−pα

d
(s
t

)
= t1+α−pα− 3(p−1)

4p

∫ 1

0

(1− ν)−
3(p−1)

4p ν−pαdν

= t1+α−pα− 3(p−1)
4p

[∫ 1
2

0

(1− ν)−
3(p−1)

4p ν−pαdν +

∫ 1

1
2

(1− ν)−
3(p−1)

4p ν−pαdν

]
.

A simple computation gives

∫ 1
2

0

(1− ν)−
3(p−1)

4p ν−pαdν ≤
∫ 1

2

0

ν−
3(p−1)

4p −pαdν =
2

3(p−1)
4p +pα−1

1− 3(p−1)
4p − pα

,

and ∫ 1

1
2

(1− ν)−
3(p−1)

4p ν−pαdν ≤
∫ 1

1
2

(1− ν)−
3(p−1)

4p −pαdν =
2

3(p−1)
4p +pα−1

1− 3(p−1)
4p − pα

.

As a consequence to these estimates

tα
∫ t

0

||S(t− s)(f(u1 + v)− f(u2 + v))||2pds ≤

≤ (4π)−
3(p−1)

4p Cf max{2p−2, 1}(2R2 + 2T (p−1)α||v||p−1
∞,2p)×

× 2
3(p−1)

4p +pα

1− 3(p−1)
4p − pα

T 1+α−pα− 3(p−1)
4p ||u1 − u2||YT

= (4π)−
3(p−1)

4p Cf max{2p−2, 1}(2R2 + 2T (p−1)α||v||p−1
∞,2p)×

× 2
3(p−1)

4p +pα

1− 3(p−1)
4p − pα

T
p+3
8p ||u1 − u2||YT .

We put C1 = (4π)−
3(p−1)

4p Cf max{2p−2, 1}(2R2+2T (p−1)α||v||p−1
∞,2p)

2
3(p−1)

4p
+pα

1− 3(p−1)
4p −pα

T
p+3
8p , then C1 ≤ (4π)−

3(p−1)
4p Cf max{2p−2, 1}(2R2+

2T
(p−1)α
∗ ||v||p−1

∞,2p)
2

3(p−1)
4p

+pα

1− 3(p−1)
4p −pα

T
p+3
8p

∗ ≤ (4π)−
3(p−1)

4p Cf max{2p−2, 1}(2R2 +2||v||p−1
∞,2p)

2
3(p−1)

4p
+pα

1− 3(p−1)
4p −pα

T
p+3
8p

∗ ≤ 1
2 . This

implies that Φ is a contraction in the Banach space YT .
Choosing u2 to be 0 in this estimate, we obtain also that ||Φ(u1)−Φ(0)||YT

≤ C1||u1||YT
≤ 1

2R2. Moreover,
the estimate

tα
∫ t

0

||S(t− s)(f(v))||2pds ≤
∫ t

0

(4π(t− s))−
3(p−1)

4p ||f(v)||2ds

≤
∫ t

0

(t− s)−
3(p−1)

4p ||f(v)||2ds ≤
1

2
R2 (3.7)



TITLE WILL BE SET BY THE PUBLISHER 9

implies that ||Φ(u1)||YT ≤ R2. Which means that Φ is a contraction from a complete metric space to itself and
it admits a unique fixed-point u in this set according to the Banach Theorem.

Step 2: We prove that u ∈ L∞(O × (0, T )).
Step 2.1: We consider the case v ∈ L∞(0, T, L2p(O)).

Firstly, we prove that u ∈ L∞(0, T, L2p(O)). From u(x, t) =
∫ t

0
S(t−s)f(u+v)(x, s)ds, we have the following

inequality

||u(., t)||2p ≤
∫ t

0

||S(t− s)f(u+ v)||2pds ≤
∫ t

0

(4π(t− s))−
3(p−1)

4p ||f(u+ v)||2ds

≤
∫ t

0

(4π(t− s))−
3(p−1)

4p (||f(u+ v)− f(v)||2 + ||f(v)||2)ds.

The computations

||f(v)||2 ≤ ||f(0)||2 + ||f ′(µ)v||2 ≤ ||f(0)||2 + ||f ′(µ)|| 2p
p−1

||v||2p

≤ ||f(0)||2 + ||Cf |v|p−1|| 2p
p−1

||v||2p = ||f(0)||2 + Cf ||v||p2p

implies that f(v) belongs to L∞(0, T, L2(O)). Combining this with the estimate of ||u(., t)||2p, we obtain

||u(x, t)||2p ≤

≤
∫ t

0

(4π(t− s))−
3(p−1)

4p (||f ′(v + ζ)|| 2p
p−1

||u||2p + ||f(v)||∞,2)ds

≤
∫ t

0

(4π(t− s))−
3(p−1)

4p (||Cf |v + ζ|p−1|| 2p
p−1

||u||2p + ||f(v)||∞,2)ds

≤
∫ t

0

(4π(t− s))−
3(p−1)

4p (||Cf max{1, 2p−2}(|v|p−1 + |u|p−1)|| 2p
p−1

||u||2p

+||f(v)||∞,2)ds

≤
∫ t

0

(4π(t− s))−
3(p−1)

4p [Cf max{1, 2p−2}(||v||p−1
2p + ||u||p−1

2p )||u||2p

+||f(v)||∞,2]ds

≤
[∫ t

0

(4π(t− s))−
3(p−1)l1

4p ds

] 1
l1

×

×
[∫ t

0

[Cf max{1, 2p−2}(||v||p−1
∞,2p + ||u||p−1

2p )||u||2p + ||f(v)||∞,2]
l2ds

] 1
l2

,

notice that l1, l2 > 0, 1
l1
+ 1

l2
= 1 and l1 < 4p

3(p−1) .

The inequality

∫ t

0

(t− s)−
3(p−1)l1

4p ds = − (t− s)1−
3(p−1)l1

4p

1− 3(p−1)l1
4p

∣∣∣∣∣
t

0

=
t1−

3(p−1)l1
4p

1− 3(p−1)l1
4p

≤ T 1− 3(p−1)l1
4p

1− 3(p−1)l1
4p
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leads to

||u||2p ≤

(
T 1− 3(p−1)l1

4p

1− 3(p−1)l1
4p

) 1
l1

(4π)−
3(p−1)

4p × (3.8)

×
[∫ t

0

[Cf max{1, 2p−2}(||v||p−1
∞,2p + ||u||p−1

2p )||u||2p + ||f(v)||∞,2]
l2ds

] 1
l2

.

Put U(t) = ||u(., t)||l22p, the inequality (3.8) becomes

U(t) ≤

(
T 1− 3(p−1)l1

4p

1− 3(p−1)l1
4p

) l2
l1

(4π)−
3(p−1)l2

4p ×

×
∫ t

0

[Cf max{1, 2p−2}(||v||p−1
∞,2p + U(s)

p−1
l2 )U(s)

1
l2 + ||f(v)||∞,2]

l2ds.

We denote V (t) =

(
T

1− 3(p−1)l1
4p

1− 3(p−1)l1
4p

) l2
l1

(4π)−
3(p−1)l2

4p
∫ t

0
[Cf max{1, 2p−2} (||v||p−1

∞,2p + U(s)
p−1
l2 ) U(s)

1
l2 +||f(v)||∞,2]

l2ds,

then V ′(t) =

(
T

1− 3(p−1)l1
4p

1− 3(p−1)l1
4p

) l2
l1

(4π)−
3(p−1)l2

4p [Cf max{1, 2p−2} (||v||p−1
∞,2p + U(t)

p−1
l2 ) U(t)

1
l2 +||f(v)||∞,2]

l2 . Since

U(t) ≤ V (t), then V ′(t) ≤
(

T
1− 3(p−1)l1

4p

1− 3(p−1)l1
4p

) l2
l1

(4π)−
3(p−1)l2

4p [Cf max{1, 2p−2} (||v||p−1
∞,2p +V (s)

p−1
l2 ) V (s)

1
l2 +

||f(v)||∞,2]
l2 .

Basing on the notations in (2.5), we put G(r) =

∫ r

0

(4π)
3(p−1)l2

4p dζ(
T

1− 3(p−1)l1
4p

1− 3(p−1)l1
4p

) l2
l1

[Cf max{1, 2p−2}(||v||p−1
∞,2p + ζ

p−1
l2 )ζ

1
l2 + ||f(v)||∞,2]l2

,

then G is an increasing function on [0,+∞) and G′(V (t)) ≤ 1. Hence G(V (t)) ≤ t+G(V (0)) = t+G(0) = t ≤ T∗

and U(t) ≤ V (t) ≤ G−1(T∗). Finally, ||u(., t)||2p ≤ G−1(T∗)
1
l2 . We have proved that u ∈ L∞(0, T, L2p(O)) by

proving a New Gronwall Inequality on U(t).
Secondly, we prove that u ∈ L∞(0, T, L∞(O)). Using Proposition 48.4 page 441, [21], we get the following
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estimate

||u(., t)||∞ ≤

≤
∫ t

0

||S(t− s)f(u+ v)(s)||∞ds ≤
∫ t

0

(4π(t− s))−
3
4 ||f(u+ v)(s)||2ds

≤
∫ t

0

(4π(t− s))−
3
4 (||f(u+ v)(s)− f(v)||2 + ||f(v)||2)ds

≤
∫ t

0

(4π(t− s))−
3
4 [Cf max{1, 2p−2}(||u||p−1

2p + ||v||p−1
∞,2p)||u||2p + ||f(v)||∞,2]ds

≤
∫ t

0

(4π(t− s))−
3
4 [Cf max{1, 2p−2}(G−1(T∗)

p−1
l2 + ||v||p−1

∞,2p)G
−1(T∗)

1
l2

+||f(v)||∞,2]ds

≤ π− 3
4 (4T∗)

1
4 [Cf max{1, 2p−2}(G−1(T∗)

p−1
l2 + ||v||p−1

∞,2p)G
−1(T∗)

1
l2

+||f(v)||∞,2],

which deduces u ∈ L∞(O × (0, T )).
Step 2.2: For the case v ∈ L∞(0, T, L∞(O)), we use exactly the same argument, but with the function

G(r) =

∫ r

0

(4π)
3(p−1)l2

4p dζ(
T

1− 3(p−1)l1
4p

1− 3(p−1)l1
4p

) l2
l1 [

Cf max{1, 2p−2}((Mm(O)
1
2p )p−1) + ζ

p−1
l2 )ζ

1
l2 +max|ζ|≤M |f(ζ)|m(O)

1
2

]l2 .

Then we have ||u(., t)||∞ ≤ π− 3
4 (4T∗)

1
4 [Cf max{1, 2p−2} (G−1 (T∗)

p−1
l2 +(Mm (O)

1
2p )p−1) G−1(T∗)

p−1
l2

+max|ζ|≤M |f(ζ)| m(O)
1
2 ] and u ∈ L∞(O × (0, T )).

Step 3: We prove that u ∈ C([0, T ], L2(O)) and u is also a solution of (2.4). The proof in this step works
well for both cases v ∈ L∞(0, T, L2p(O)) and v ∈ L∞(0, T, L∞(O)).

For ϵ positive,

u(., t+ ϵ)− u(., t)

=

∫ t+ϵ

0

S(t+ ϵ− s)f(u+ v)(., s)ds−
∫ t

0

S(t− s)f(u+ v)(., s)ds

=

∫ t

0

[S(t+ ϵ− s)− S(t− s)]f(u+ v)(., s)ds+

∫ t+ϵ

t

S(t+ ϵ− s)f(u+ v)(., s)ds,

which implies the following inequality

||u(., t+ ϵ)− u(., t)||2 ≤
∫ t

0

||[S(t+ ϵ− s)− S(t− s)]f(u+ v)(., s)||2ds+

+

∫ t+ϵ

t

||S(t+ ϵ− s)f(u+ v)(., s)||2ds.

We firstly estimate the second term on the RHS of the previous inequality. Due to Proposition 48.4 page
441, [21], ∫ t+ϵ

t

||S(t+ ϵ− s)f(u+ v)(., s)||2ds ≤
∫ t+ϵ

t

||f(u+ v)(., s)||2ds.
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Since
∫ t+ϵ

t
||f(u + v)(., s)||2ds tends to 0 as ϵ tends to 0,

∫ t+ϵ

t
||S(t + ϵ − s)f(u + v)(., s)||2ds tends to 0 as ϵ

tends to 0.
Now, we estimate the first term. Noticing that ||[S(t+ ϵ− s)−S(t− s)]f(u+ v)(., s)||2 tends to 0 as ϵ tends

to 0 for all s in [0, t], and

||[S(t+ ϵ− s)− S(t− s)]f(u+ v)(., s)||2
≤ ||S(t+ ϵ− s)f(u+ v)(., s)||2 + ||S(t− s)f(u+ v)(., s)||2 ≤ 2||f(u+ v)(., s)||2,

where f(u+ v) can be proved to belong to L∞(0, T, L2(O)) by using the same argument as before; due to the
Lebesgue Dominated Convergence Theorem, we deduce that

lim
ϵ→0

∫ t

0

||[S(t+ ϵ− s)− S(t− s)]f(u+ v)(., s)||2ds = 0.

Therefore limϵ→0 ||u(., t+ ϵ)− u(., t)||2 = 0, or u ∈ C([0, T ], L2(O)).
Since v ∈ C([0, T ], L2(O)), u + v ∈ C([0, T ], L2(O)). Which implies f(u + v) ∈ C([0, T ], L2(O)); and by

Lemma 3.2, u is also a solution of (2.4).

4. Proof of The Existence Results for Semilinear Heat Equation in a
Cylindrical Bounded Domain - Theorem 2.2

First, we consider the following equation
∂tv −∆v = 0 in Ω× (0, T∗),

v = g on ∂Ω,

v(., 0) = u0(.) on Ω̄.

(4.1)

We recall the following definition:

Definition 4.1. (Definition c page 69, [7]) Let ω be a domain in RN , we say that ∂ω × (0, T ] has the outside
strong sphere property if for every Q = (x0, t0) in ∂ω × (0, T ], there exists a ball K with center (x̄, t̄) such that
K ∩ (ω̄ × [0, T ]) = {Q} and |x̄− x| ≥ µ(Q) > 0, for every (x, t) in ω̄ × [0, T ], |t− t0| < ϵ, where ϵ is a constant
independent of Q.

We will prove that, in fact ∂Ω× (0, T ] has the outside strong sphere property.
Let Q = (x0, t0) be on ∂Ω × (0, T ]. Since D is smooth, there exists x̄ and a constant r > 0 such that
K = B̄RN (x̄, r) ∩ Ω̄ = {x0} and ||x̄− x0||RN = r.

We choose t̄ = t0 and let (x′, t′) be in BRN+1((x̄, t̄), r) ∩ (Ω̄ × [0, T ]), then ||x′ − x̄||R3 + |t′ − t̄| ≤ r. Since

||x′ − x̄||RN ≤ r; x′ ∈ BRN (x̄, r) ∩ Ω̄ and x′ = x0. We infer that t′ = t0 and BRN+1((x̄, t̄), r) ∩ (Ω̄ × [0, T ]) =
{(x0, t0)}. For (x, t) ∈ Ω̄× [0, T ], ||x − x̄||RN ≥ r > 0. Consequently, ∂Ω× (0, T ] has the outside strong sphere
property.
By Theorem 8 page 69, [7], we can conclude that ∂Ω× (0, T ] has local barriers. Due to Theorem 5 page 123, [7],
there exists a unique solution v to the problem (4.1), and v ∈ C1,2((0, T ] × Ω) ∩ C(Ω̄ × [0, T ]). According to
Theorem 10 page 72, [7], v ∈ C∞(Ω× (0, T )).

Due to the Weak Maximum Principle page 368, [6]: maxΩ̄×[0,T ] v = max∂(Ω×(0,T )) v, and minΩ̄×[0,T ] v =

min∂(Ω×(0,T )) v. Which gives v < M and v > −M on Ω̄ × [0, T ] since M > max{||u0||∞, ||g||∞}. Then
||v||L∞(Ω×(0,T )) < M.
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Subtracting (4.1) and (2.7), and put w = u− v, we have the following equations
∂tw −∆w = f(w + v) in Ω× (0, T ),

w(., .) = 0 on ∂Ω,

w(., 0) = 0 on Ω̄.

(4.2)

According to Theorem 2.1, (4.2) has a solution w satisfying w ∈ L∞(Ω×(0, T ))∩C([0, T ], L2(Ω))∩L2(0, T,H1
0 (Ω))

and ∂tw ∈ L2(0, T, L2(Ω)). Moreover, ||w||∞,∞ ≤ π− 3
4 (4T∗)

1
4 [Cf max{1, 2p−2} (G−1(T∗)

p−1
l2 +((Mm(Ω)

1
2p )p−1)

G−1(T∗)
p−1
l2 +max|ζ|≤M |f(ζ)|m(Ω)

1
2 ], where G(r) =

∫ r

0

(4π)
3(p−1)l2

4p dζ(
T

1− 3(p−1)l1
4p

1− 3(p−1)l1
4p

) l2
l1 [

Cf max{1, 2p−2}((Mm(Ω)
1
2p )p−1 + ζ

p−1
l2 )ζ

1
l2 +max|ζ|≤M |f(ζ)|m(Ω)

1
2

]l2 .

Hence (2.7) has a solution u satisfying u ∈ L∞(Ω× (0, T )) ∩ C([0, T ], L2(Ω)) ∩ L2(0, T,H1
0 (Ω)) and ∂tu ∈

L2(0, T, L2(Ω)). Moreover, ||u||∞,∞ ≤M∗ :=M+ π− 3
4 (4T∗)

1
4 [Cf max{1, 2p−2} (G−1(T∗)

p−1
l2 +((Mm(Ω)

1
2p )p−1)

G−1(T∗)
p−1
l2 +max|ζ|≤M |f(ζ)|m(Ω)

1
2 ].

Using the results in section VI.8 [15] for the equation ∂tu − ∆u = g in Ω × (0, T ), where g = f(u + v),

g ∈ L∞(Ω× (0, T )), we can conclude that u is continuous on Ω× (0, T ).

5. Proof of the Well-Posedness and Convergence Properties of the
Algorithms - Theorems 2.3 and 2.4

5.1. The Well-Posedness of the Algorithm - Proof of Theorem 2.3

We consider the equation (2.9)
∂tϕM −∆ϕM = f(ϕM ) in Ω× (0, T0),

ϕM (., .) = M on ∂Ω× [0, T0],

ϕM (., 0) = M on Ω̄.

(5.1)

Since f(x) is positive for all x in R, then ∂tϕM −∆ϕM ≥ 0 and ∂t(ϕM −M)−∆(ϕM −M) ≥ 0. Since ϕM = M

on (∂Ω× [0, T0]) ∪ (Ω̄ ∩ {0}), then ϕM ≥ M on Ω× [0, T0] according to the Maximum Principle.
We will prove that the algorithm is well posed for T < T ∗ by recursion.
For k = 1, we consider the problem on the j-th domain

∂tu
1
j −∆u1

j = f(u1
j ) in Ωj × (0, T ),

u1
j (·, aj , ·) = u0

j−1(·, aj , ·) in D × (0, T ),

u1
j (·, bj , ·) = u0

j+1(·, bj , ·) in D × (0, T ),

u1
j (., .) = g(., .) on ∂D × [aj , bj ]× [0, T ],

u1
j (., 0) = u0(.) on Ωj .

(5.2)

According to Theorem 2.2, the equation (5.2) has a solution u1
j satisfying u

1
j ∈ L∞(Ωj×(0, T ))∩C([0, T ], L2(Ωj))∩

L2(0, T,H1
0 (Ωj)), ∂tu

1
j ∈ L2(0, T, L2(Ωj)) and u1

j is continuous on Ωj × (0, T ). The fact that u1
j ∈ C1,2((0, T )×
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Ω)) then follows.
Since ∂t(ϕM − u1

j )−∆(ϕM − u1
j ) = f(ϕM )− f(u1

j ); ∂t(ϕM − u1
j )−∆(ϕM − u1

j )− (ϕM − u1
j )c(x, t) = 0, where

c(x, t) =


f(ϕM )−f(u1

j )

ϕM−u1
j

if ϕM ̸= u1
j ,

f ′(ϕM ) otherwise .

We notice that c ∈ C(Ωj × (0, T )) and u1
j ≤ M ≤ ϕM on (∂Ωj × [0, T ]) ∪ (Ω̄j × {0}). Then it follows by the

Maximum Principle that ϕM ≥ u1
j on Ωj × (0, T ).

Since ∂t(u
1
j+M)−∆(u1

j+M)−(f(u1
j )−f(−M)) = f(−M) ≥ 0 and u1

j ≥ −M on (∂Ωj× [0, T ])∪(Ω̄j×{0}); the
Maximum Principle then implies that u1

j ≥ −M on Ωj × (0, T ). Consequently, ϕM ≥ u1
j ≥ −M on Ωj × (0, T ),

∀j = 1, I.
Suppose that the algorithm is well posed up to step k = m, and moreover ϕM ≥ ui

j ≥ −M on Ωj × (0, T )

∀j = 1, I, i = 1,m, using the same argument as above we can see that the algorithm is well posed for k = m+1
and ϕM ≥ um+1

j ≥ −M on Ωj × (0, T ), ∀j = 1, I.

Therefore, the algorithm is well posed for all k ∈ N and we have also ϕM ≥ uk
j ≥ −M on Ωj × (0, T ),

∀j = 1, I.

5.2. The Convergence of the Algorithm - Proof of Theorem 2.4

We divide the proof into several steps.
Step 1: The Exponential Decay Error Estimates.
On the j-th domain, at the k-th iteration, we consider the equation

∂te
k
j −∆ekj = f(uk

j )− f(u) in Ωj × (0, T ),

ekj (·, aj , ·) = ek−1
j−1 (·, aj , ·) in D × (0, T ),

ekj (·, bj , ·) = ek−1
j+1 (·, bj , ·) in D × (0, T ),

ekj (., .) = 0 on ∂D × [aj , bj ]× [0, T ],

ekj (., 0) = 0 on Ω̄j .

(5.3)

Since the algorithm is well posed, according to Definition 2.1, the set {uk
j |j = 1, I, k ∈ N} is bounded by a

constant C1. This implies {ekj |j = 1, I, k ∈ N} is bounded by a constant C2, where C2 = C1 + ||u||
C(Ω×(0,T ))

.

We consider the Controlling Function Φ(x, t) = P (ekj ) exp(β(z − aj)− γt), and L(Φ) = ∂tΦ−∆Φ+2β∂zΦ,
where β and γ are constants to be chosen later in the next steps and z denotes the variable in the direction of
(a, b). We now prove that if we choose (β, γ) such that γ − β2 is large enough, L(Φ) is negative.
A simple computation gives

L(Φ) = (∂te
k
j −∆ekj )P

′(ekj ) exp(β(z − aj)− γt)+

+(β2 − γ)P (ekj ) exp(β(z − aj)− γt)− (∇ekj )
2P ′′(ekj ) exp(β(z − aj)− γt).

By (5.3), the previous computation leads to

L(Φ) = (f(uk
j )− f(u))P ′(ekj ) exp(β(z − aj)− γt)+

+(β2 − γ)P (ekj ) exp(β(z − aj)− γt)− (∇ekj )
2P ′′(ekj ) exp(β(z − aj)− γt),
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which implies

L(Φ) ≤ [(f(uk
j )− f(u))P ′(ekj ) + (β2 − γ)P (ekj )] exp(β(z − aj)− γt).

We consider the term (f(uk
j ) − f(u))P ′(ekj ) + (β2 − γ)P (ekj ). By the Mean Value Theorem, f(uk

j (x, t)) −
f(u(x, t)) = ekj (x, t)f

′(ζ(x, t)), where ζ(x, t) is a number lying between uk
j (x, t) and u(x, t). We observe that

|ζ(x, t)| ≤ |uk
j (x, t)| +|u(x, t)| ≤ C1 + ||u||

C(Ω×(0,T ))
= C2, which implies |f ′(ζ(x, t))| is bounded on Ω× (0, T ).

We fix a pair (x, t) in Ω× (0, T ):

• If P (ekj (x, t)) = 0, then ekj = 0 and P ′(ekj ) = 0. That means (f(uk
j )− f(u))P ′(ekj ) + (β2 − γ)P (ekj ) = 0.

• If P (ekj (x, t)) ̸= 0, then

(f(uk
j )− f(u))P ′(ekj ) + (β2 − γ)P (ekj )

P (ekj )
=

ekj (x, t)P
′(ekj )

P (ekj )
f ′(ζ(x, t)) + (β2 − γ).

Since ekj is bounded by C2,

∣∣∣∣ ekj (x,t)P ′(ekj )

P (ekj )

∣∣∣∣ is bounded by K(C2); which means
ekj (x,t)P

′(ekj )

P (ekj )
f ′(ζ(x, t)) is

bounded on Ω× (0, T ) as |f ′(ζ(x, t))| is bounded. Since P (ekj ) is positive, then if we choose (β, γ) such

that −β2 + γ is large enough, we can have that (f(uk
j )− f(u))P ′(ekj ) + (β2 − γ)P (ekj ) is negative.

Consequently, if γ − β2 is large enough, (f(uk
j )− f(u))P ′(ekj ) + (β2 − γ)P (ekj ) is negative or L(Φ) is negative.

When L(Φ) ≤ 0, according to the Maximum Principle, the function Φ(x, t) can only attain its maximum
values on the boundary ∂Ω× [0, T ] or Ω̄× {0}. We have that Φ ≥ 0, and moreover Φ = 0 on Ω̄j × {0} and on
∂D × [aj , bj ]× [0, T ]. Thus:

• If the maximum value(s) of Φ can be achieved on Ω̄j × {0} and on ∂D× [aj , bj ]× [0, T ], then Φ = 0 on

Ω× (0, T ); which means that ekj = 0 on Ω× (0, T ).

• If ekj ̸= 0, then the maximum value(s) of Φ can be achieved only onD×{aj}×[0, T ] or onD×{bj}×[0, T ].

For x in RN , denote that x = (X, z) where X ∈ RN−1 and z ∈ R, we now have the following exponential
decay estimates for the errors ekj .

Case 1: j = 1.
We have that ek1 = 0 on D × {a1} × [0, T ]. Since ek1 ̸= 0, the maximum value(s) of Φ can only be achieved

on D × {b1} × [0, T ] and for (X, z, t) ∈ Ω1 × (0, T )

P (ek1)(X, z, t) exp(β(z − a1)− γt) ≤
≤ max

D̄×[0,T ]
{P (ek1)(X, b1, t) exp(β(b1 − a1)− γt)}

= max
D̄×[0,T ]

{P (ek−1
2 )(X, b1, t) exp(βS1 − γt)}. (5.4)

Case 2: j = I.
We have that ekI = 0 on D × {bI} × [0, T ]. Since ekI ̸= 0, the maximum value(s) of Φ can only be achieved

on D × {aI} × [0, T ] and for (X, z, t) ∈ ΩI × (0, T )

P (ekI )(X, z, t) exp(β(z − aI)− γt) ≤
≤ max

D̄×[0,T ]
{P (ekI )(X, aI , t) exp(−γt)}

= max
D̄×[0,T ]

{P (ek−1
I−1)(X, aI , t) exp(−γt)}. (5.5)

Case 3: 1 < j < I.
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The maximum value(s) of Φ can be achieved on both D × {aj} × [0, T ] and D × {bj} × [0, T ] and for

(X, z, t) ∈ Ωj × (0, T )

P (ekj )(X, z, t) exp(β(z − aj)− γt) ≤
≤ max{ max

D̄×[0,T ]
{P (ekj )(X, bj , t) exp(β(bj − aj)− γt)},

max
D̄×[0,T ]

{P (ekj )(X, aj , t) exp(−γt)}}

= max{ max
D̄×[0,T ]

{P (ek−1
j+1 )(X, bj , t) exp(β(bj − aj)− γt)},

max
D̄×[0,T ]

{P (ek−1
j−1 )(X, aj , t) exp(−γt)}}. (5.6)

Step 2: Proof of convergence.
Step 2.1: Estimate of the right boundaries of the sub-domains.
Consider the I-th domain, at the k-th step, (5.5) infers

P (ekI (X, z, t)) exp(β(z − aI)− γt) ≤ max
D̄×[0,T ]

{P (ekI (X, aI , t)) exp(−γt)}.

Replace z by bI−1, we get

P (ekI (X, bI−1, t)) exp(β(bI−1 − aI)− γt) ≤ max
D̄×[0,T ]

{P (ekI (X, aI , t)) exp(−γt)}.

Since ekI (X, bI−1, t) = ek+1
I−1(X, bI−1, t),

P (ek+1
I−1(X, bI−1, t)) exp(β(bI−1 − aI)− γt) ≤ max

D̄×[0,T ]
{P (ekI (X, aI , t)) exp(−γt)}.

Let β in this case be β1 to be
√

γ
2 , then when we choose γ large, γ − β2 is large. The inequality becomes

P (ek+1
I−1(X, bI−1, t)) exp(−γt) ≤ exp(−β1SI−1) max

D̄×[0,T ]
{P (ekI (X, aI , t)) exp(−γt)}.

We deduce

P (ek+1
I−1(X, bI−1, t)) exp(−γt) ≤ exp(−β1SI−1)Ek. (5.7)

Moreover, on the (I − 1)-th domain, at the (k + 1)-th step, (5.6) leads to

P (ek+1
I−1)(X, z, t) exp(β(z − aI−1)− γt) ≤

max{ max
D̄×[0,T ]

{P (ek+1
I−1)(X, bI−1, t) exp(β(bI−1 − aI−1)− γt)},

max
D̄×[0,T ]

{P (ek+1
I−1)(X, aI−1, t) exp(−γt)}}.
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Since ek+1
I−1(X, bI−2, t) = ek+2

I−2(X, bI−2, t),

P (ek+2
I−2)(X, bI−2, t) exp(β(bI−2 − aI−1)− γt) ≤

≤ max{ max
D̄×[0,T ]

{P (ek+1
I−1)(X, bI−1, t) exp(β(bI−1 − aI−1)− γt)},

max
D̄×[0,T ]

{P (ek+1
I−1)(X, aI−1, t) exp(−γt)}}

= max{ max
D̄×[0,T ]

{P (ek+1
I−1)(X, bI−1, t) exp(βLI−1 − γt)},

max
D̄×[0,T ]

{P (ek+1
I−1)(X, aI−1, t) exp(−γt)}}.

Hence

P (ek+2
I−2)(X, bI−2, t) exp(βSI−2 − γt) ≤ max{P (ek+1

I−1)(X, bI−1, t)×
× exp(βLI−1 − γt), P (ek+1

I−1)(X, aI−1, t) exp(−γt)}.

Since
P (ek+1

I−1)(X, aI−1, t) exp(−γt) ≤ Ek+1,

(5.7) implies

P (ek+2
I−2)(X, bI−2, t) exp(βSI−2 − γt) ≤ max{Ek exp(βLI−1 − β1SI−1), Ek+1}.

Thus

P (ek+2
I−2)(X, bI−2, t) exp(−γt) ≤ max{Ek exp(β(LI−1 − SI−2)− β1SI−1), Ek+1 exp(−βSI−2)}.

We choose β = β2 = β1
SI−1

LI−1
such that β2(−LI−1 + SI−2) + β1SI−1 = β2SI−2; then

P (ek+2
I−2)(X, bI−2, t) exp(−γt) ≤ max{Ek, Ek+1} exp(−β2SI−2). (5.8)

Using the same techniques as the ones that we use to achive (5.7) and (5.8), we can prove that

P (ek+j
I−j)(X, bI−j , t) exp(−γt) ≤ max{Ek, . . . , Ek+j−1} exp(−βjSI−j), (5.9)

where βj = β1
SI−1

LI−1
. . .

SI−j+1

LI−j+1
, j = {2, . . . , I − 1}.

Step 2.2: Estimate of the left boundaries of the sub-domains
Consider the first domain, at the k-th step, (5.4) infers

P (ek1(X, z, t)) exp(βz − γt) ≤ max
D̄×[0,T ]

{P (ek1(X, b1, t)) exp(βb1 − γt)}.

Replace z by a2, we get

P (ek1(X, a2, t)) exp(−γt) ≤ max
D̄×[0,T ]

{P (ek1(X, b1, t)) exp(−γt)} exp(β(−a2 + b1)).

Since ek1(X, a2, t) = ek+1
2 (X, a2, t),

P (ek+1
2 (X, a2, t)) exp(−γt) ≤ max

D̄×[0,T ]
{P (ek1(X, b1, t)) exp(−γt)} exp(βS1).
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Let β = −β′
1 = −

√
γ
2 , then when we choose γ large, γ − β2 is large. The inequality becomes

P (ek+1
2 (X, a2, t)) exp(−γt) ≤ exp(−β′

1S1) max
D̄×[0,T ]

{P (ek1(X, b1, t)) exp(−γt)}.

We deduce

P (ek+1
2 (X, a2, t)) exp(−γt) ≤ exp(−β′

1S1)Ek. (5.10)

Moreover, on the second domain, at the (k + 1)-th step, (5.6) leads to

P (ek+1
2 )(X, z, t) exp(β(z − a2)− γt) ≤

max{ max
D̄×[0,T ]

{P (ek+1
2 )(X, b2, t) exp(β(b2 − a2)− γt)},

max
D̄×[0,T ]

{P (ek+1
2 )(X, a2, t) exp(−γt)}}.

Since ek+1
2 (X, a3, t) = ek+2

3 (X, a3, t),

P (ek+2
3 )(X, a3, t) exp(β(a3 − a2)− γt) ≤

≤ max{ max
D̄×[0,T ]

{P (ek+1
2 )(X, b2, t) exp(β(b2 − a2)− γt)},

max
D̄×[0,T ]

{P (ek+1
2 )(X, a2, t) exp(−γt)}}

= max{ max
D̄×[0,T ]

{P (ek+1
2 )(X, b2, t) exp(βL2 − γt)},

max
D̄×[0,T ]

{P (ek+1
2 )(X, a2, t) exp(−γt)}}.

Hence

P (ek+2
3 )(X, a3, t) exp(β(L2 − S2)− γt) ≤ max{P (ek+1

2 )(X, b2, t)×

× exp(βL2 − γt), P (ek+1
2 )(X, a2, t) exp(−γt)}.

Since

P (ek+1
2 )(X, b2, t) exp(−γt) ≤ Ek+1,

(5.7) implies

P (ek+2
3 )(X, a3, t) exp(β(L2 − S2)− γt) ≤ max{Ek exp(−β′

1S1), Ek+1 exp(βL2)}.

Thus

P (ek+2
3 )(X, a3, t) exp(−γt) ≤ max{Ek exp(−β(L2 − S2)− β′

1S1), Ek+1 exp(βS2)}.
We choose β = −β′

2 = −β′
1
S1

L2
such that −β(L2 − S2)− β′

1S1 = βS2. Then, we have that

P (ek+2
3 )(X, a3, t) exp(−γt) ≤ max{Ek, Ek+1} exp(−β′

2S2). (5.11)

Using the same techniques as the ones that we use to achive (5.10) and (5.11), we can prove that

P (ek+j−1
j )(X, aj , t) exp(−γt) ≤ max{Ek, . . . , Ek+j−2} exp(−β′

j−1Sj−1), (5.12)

where β′
j = β′

1
S1

L2
. . .

Sj−1

Lj
, j = {2, . . . , I − 1}.

Step 2.3: Convergence result
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From the fact that ϵ̄ =
√

γ
2

S1...SI−1

L2...LI−1
, and

Ēk = max
j∈[0,I−1]

{Ek+j},

(5.9) and (5.12) give us

Ēk+1 ≤ Ēk exp(−ϵ̄), ∀k ∈ N,
or

Ēn ≤ Ē0 exp(−nϵ̄), ∀n ∈ N

Hence Ek tends to 0 as k tends to infinity, which gives

lim
k→∞

max
j=1,I

||P (ekj )||C(Ωj×(0,T ))
= 0,

and we get the linear convergence of the algorithm.
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